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Abstract. We survey our joint work with Paul Gunnells and Farshid Hajir on a compu-
tational investigation of the modularity of elliptic curves over the cyclotomic field Q(ζ5),
including the techniques we developed for describing the action of the Hecke operators
using Voronoï theory.

1. Introduction

Let E be an elliptic curve over Q. Work of Wiles et al. [BCDT01,CDT99,Dia96,Wil95,
TW95] shows that E is modular, i.e. there exists a holomorphic modular form f of weight
2 with integer Fourier coefficients such that

L(s, E) = L(s, f).

Conversely, starting with a classical newform of weight 2 with integer Fourier coefficients,
the Eichler-Shimura construction gives a way to construct an elliptic curve with matching
L-function.

The Langlands program predicts that such correspondences should be true for arbitrary
number fields. In joint work with P. Gunnells and F. Hajir [GHY11], we investigate the
analogous problem over a cyclotomic field. Specifically, let ζ5 be a primitive fifth root
of unity and let F = Q(ζ5). We investigate modularity of elliptic curves over F . By
modularity, we mean that for an elliptic curve E over F of conductor n, there should exist
an automorphic form f on GL2, also of conductor n, such that we have equality of partial
L-functions

LS(s, f) = LS(s, E),

where S is a finite set of places including those dividing n. Conversely for an appropriate
automorphic form f , there should exist an elliptic curve E/F .

More precisely, we investigate the group cohomology for the linear algebraic group
G = ResF/Q GL2 and Γ = Γ0(n) the congruence subgroup of GL2(O) with bottom row
congruent to (0, ∗) mod n. Our work focuses on a particular cohomology space attached
to Γ, namely H5(Γ;C). We compute the dimension of this cohomology space for a range
of levels and compute the action of the Hecke operators.

These cohomology classes represent concrete realizations of certain automorphic forms.
One can exploit this link between automorphic forms and cohomology classes by using
topological methods. The purpose of this note is to give an introduction to the techniques,
developed in [GHY11,GY08,Yas09a] that we used to perform these computations.

The Voronoï polyhedron is a space with natural tessellation by polytopal cones on
which GL2(O) acts. Certain automorphic forms, and the Hecke action on these forms
can be described in terms of the cones. In Section 2, we present the classical case of
holomorphic modular forms for SL2(Z) in this language. These concepts are generalized
in Section 3, where the sharblies are used in place of modular symbols. Finally, we discuss
our computational results Section 4, which indicate relationships between H5(Γ;C) and
elliptic modular forms, Hilbert modular forms, and abelian varieties.

1



2 DAN YASAKI

Figure 1. A fundamental domain for Γ0(5).
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2. Motivating example

In this section we present part of the theory of holomorphic weight 2 modular forms
of level N in the context of Voronoï theory. We relate the modular symbol algorithm to
a geometric process in a cone of positive definite quadratic forms. These ideas will be
generalized in Section 3.

2.1. Background. Let h be the complex upper half-plane. The group G = SL2(R) acts
transitively on h by fractional linear transformations[

a b
c d

]
· z =

az + b

cz + d
.

The stabilizer of i ∈ h is K = SO(2), and hence we can identify the upper half-plane with
the coset space h ' G/K.

Let

Γ0(N) =

{[
a b
c d

]
∈ SL2(Z)

∣∣∣∣ c ≡ 0 mod (n)

}
.

Note that Γ0(N) acts on h as above, and we can consider the quotient space under this
action. Since Γ0(N) has finite index in SL2(Z), a fundamental domain for Γ0(N) consists
of finitely many translates of a fundamental domain for SL2(Z). A fundamental domain
for Γ0(5) is shown outlined in a dark line in Figure 1.

The Eichler-Shimura isomorphism [Hab83]gives that

H1(Γ0(N);C) ' S2(N)⊕ S2(N)⊕ Eis2(N),

where S2(N) is the space of cusp forms and Eis2(N) is the space of Eisenstein series
of weight 2 and level N . The group cohomology H∗(Γ0(N);C) is isomorphic to the
cohomology H∗(Γ0(N)\h;C). Each of these maps is an isomorphism of Hecke modules.
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Tessellation of C into polytopal cones. Tessellation of h by ideal triangles.

Figure 2. Tessellations coming from Voronoï polyhedron.

2.2. Positive definite forms. Let V denote the 3-dimensional real vector space of 2×2
symmetric matrices. Every binary quadratic form

φ(x, y) = ax2 + bxy + cy2, where a, b, c ∈ R,

can be represented by a symmetric 2× 2 matrix

Aφ =

[
a b/2
b/2 c

]
.

In this way, we identify V with the space of binary quadratic forms. Let C ⊂ V be the
3-dimensional open cone of positive definite quadratic forms. This is the cone defined by
b2 − 4ac < 0 with a > 0.

Define a map q : Z2 → C̄ by
q(v) = vvt.

Note that q(v) is a rank 1 quadratic form on the boundary C̄ \ C of C.
There is an inner product 〈·, ·〉 on V which respects the interpretation of V as a space

of quadratic forms. For symmetric matrices A,B ∈ V , we define

〈A,B〉 = Tr(AB).

Note that for v ∈ Z2, we have

〈φ, q(v)〉 = Tr(Aφvv
t) = Tr(vtAφv) = φ(v).

In this way, we can view the evaluation of quadratic forms at integer vectors as the inner
product between certain vectors in V .

We are now ready to construct the Voronoï polyhedron associated to SL2(Z). This
polyhedron, and generalizations for SLn(Z), were introduced by Voronoï in his study of
positive definite quadratic forms [Vor08].

Definition 2.1. The Voronoï polyhedron Π is the closed convex hull in C̄ of

{q(v) | v ∈ Z2 \ 0}.

The boundary of the Voronoï polyhedron consists of infinitely many triangular facets
with vertices (necessarily) at the boundary of C. By taking cones over these faces, we
get a decomposition of C into polytopal cones. This decomposition of C scaled onto the
trace 1 slice of C is shown in Figure 2.

Note that G = SL2(R) acts transitively on h, and the stabilizer of i ∈ h is K = SO(2).
It follows that we have the identification h ' G/K. Furthermore, G acts transitively on
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the determinant 1 sheet of matrices in C, and the stabilizer of I is SO(2). Thus we can
identify the cone modulo homotheties with G/K. We have

h ' G/K ' C/R>0

g · i 7→ gK 7→ R>0 · ggt.

Under this identification, the cusps P1(Q) = Q ∪ {∞} of h correspond to the vertices of
Π. Furthermore, SL2(Z) acts compatibly on each space (also on the cusps).

2.3. Modular symbols. One wishes to understand the action of Hecke operators on
spaces of cusp forms. This action can be computed in terms of modular symbols, developed
since the 1960s by Birch, Manin, Shokorov, Mazur, Merel, Cremona, and others.

Modular symbols are a formal sum symbols {α, β}, where α, β ∈ P1(Q) = Q ∪ {∞}
modulo the relations

1. {α, β}+ {β, γ}+ {γ, α} = 0,
2. {α, β} = −{β, α},
3. g · {α, β} = {α, β} for all g ∈ Γ0(N).

We identify each cusp α = a/b with the vector (a, b)t, with the convention that ∞ corre-
sponds to the vector (1, 0)t. Then we call a symbol unimodular if the determinant of the
2× 2 matrix created with the associated vectors is ±1.

Unimodular symbols form a finite generating set for the modular symbols, and so for
computer calculations, one often wishes to express everything in terms of unimodular
symbols. The action of Hecke operators sends a unimodular representative to a non-
unimodular one, and so we must use the relations to re-express the non-unimodular symbol
as a sum of unimodular symbols. The usual technique for this involves continued fractions,
which we illustrate here with an example. To reduce the symbol {0, 12/5}, we compute
that

12

5
= 2 +

1

2 + 1
2

has convergents 2, 5/2, 12/5. The modular symbol reduction algorithm applied to the
symbol {0, 12/5} is

{0, 12

5
} = {0,∞}+ {∞, 2}+ {2, 5

2
}+ {5

2
,
12

5
}.

We can think of a modular symbol as a (sum of) directed geodesic joining the cusps. We
show the modular symbol {0, 12/5} and its reduction in Figure 3.

Since out goal is to generalize these techniques, we note that unimodular symbols
correspond to edges of Π. Thus the problem of reducing a modular symbol can be viewed
as finding a path along edges of Π, joining the two cusps. We can achieve such a reduction
using an iterative process making the symbol more and more reduced. Specifically, one
can “measure” how bad a symbol is by counting the number of cones for which the segment
intersects the interior of the cone. For example, in Figure 4, we see that {0, 12/5} goes
through 3 cones. After one step, it is replaced by a sum of symbols, of which one goes
through 2 cones, and the other goes through none. Finally, we have 3 segments, none
of which intersect the interiors of the cones. This measure of “badness” is related to the
determinant of a modular symbol.
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Non-reduced modular symbol. Fully reduced.

Figure 3. The modular symbol {0, 12/5} and its reduction in h.

Non-reduced modular symbol. More reduced. Fully reduced.

Figure 4. The modular symbol {0, 12/5} and its reduction in C.

3. Generalizations and difficulties

In this section, we discuss generalizations of the objects introduced above, and explain
some of the difficulties and subtleties that arise.

3.1. Background. Let F be a number field, and let O ⊂ F denote its ring of integers.
Let G be the algebraic group G = ResF/Q GLn. The group of real points

(1) G = G(R) '
∏

GLn(Fv),

where the product is taken over the infinite places of F , with one place taken for each
complex conjugate pair.

A subgroup Γ of of G(Q) is called an arithmetic subgroup if it is commensurable with
the group of integer points G(Z). Borel conjectured and Franke [Fra98] proved that the
cohomology of arithmetic groups can be computed in terms of certain automorphic forms.
The compact case is investigated in earlier work of Matsushima-Murakami [MM63]. This
generalizes the Eichler-Shimura isomorphism, and these cohomology classes represent the
“modular forms” that we consider.

Explicit computations in this context have been carried out in a variety of cases such
as Ash-McConnell [AM92a, AM92b] for n = 3 and F = Q. Ash-Gunnells-McConnell
[AGM02,AGM08,AGM10] explore the case n = 4 with F = Q. For n = 2, Cremona and
his students [Cre84,CW94,Lin05,Byg98] have done computations for complex quadratic
fields, Socrates–Whitehouse [SW05] and Dembélé [Dem05] for real quadratic fields. For
n = 2 and F a totally real number field, we refer to work of Greenberg-Voight [GV09]
and the references there.

3.2. Positive definite forms. There is a natural generalization from the space of qua-
dratic forms and corresponding cone of positive definite forms for studying GL2(Z) to an
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analogous space of Hermitian forms and corresponding positive definite forms for studying
GLn(O). More precisely, we let Symn(R) denote the (real) vector space of n×n matrices
with real entries, and let Hermn(C) denote the (real) vector space of Hermitian n × n
matrices with complex entries. Let

V =
∏

Vv, where

Vv =

{
Symn(R) if v is real,
Hermn(C) if v is complex.

Note that in light of (1), we have a natural action of G on V that is analogous to the
classical case. By abuse of notation, we will use the subscript of v on an object A to mean
the image of A in Fv, or related structure. For example, we let C ⊂ V denote the product
C =

∏
Cv, where Cv ⊂ Vv is the cone of positive definite forms in Vv. As before, we can

define a map q : On → C̄ by
(q(x))v = xvx

∗
v,

where ∗ is complex conjugate transpose if v is complex and transpose if v is real.

Definition 3.1. The Voronoï polyhedron Π ⊂ C̄ is the convex hull of

{q(x) | x ∈ On \ 0}.

Koecher [Koe60] and Ash [Ash84] generalize Voronoï’s work and show that Π has very
nice structure. Though it is an infinite polyhedron, there are only finitely many facets
modulo the action of GLn(O), and the facets are in bijection with GLn(O)-classes of
perfect forms.

We think of a point A ∈ C as a quadratic form On → Q by

A(x) =
∑
v

x∗vAvxv.

With this interpretation we have notions of minimal vectors and perfection.

Definition 3.2. Let A ∈ C. The minimum of A is

m(A) = min
x∈On\{0}

(A(x)).

A vector x ∈ On\{0} is a minimal vector of A if A(x) = m(A). The collection of minimal
vectors of A is denoted M(A). A form is perfect if it is uniquely determined by m(A) and
M(A).

Since the facets of Π correspond to perfect forms, one can use techniques from Voronoï
theory to compute the structure of the polyhedron. We refer the reader to [Gun99,Yas09a]
and references there for details.

3.3. Sharbly complex. The sharbly complex [LS76] is a homology complex with modular
symbols in degree 0.

Definition 3.3. Let Sk, k ≥ 0, be the Γ-module Ak/Ck, where Ak is the set of formal
C-linear sums of symbols [v] = [v1, · · · , vk+n], where each vi is in F n, and Ck is the
submodule generated by

1. [vσ(1), · · · , vσ(k+n)]− sgn(σ)[v1, · · · , vk+n],
2. [v, v2, · · · , vk+n]− [w, v2, · · · vk+n] if Ray(vv∗) = Ray(ww∗), and
3. [v], if v is degenerate, i.e., if v1, · · · , vk+n are contained in a hyperplane,
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•

• •

v1

v2 v3

with the usual boundary map

∂([v1, v2, · · · , vm]) =
∑
i

(−1)i[v1, v2, · · · , v̂i, · · · , vm]

The boundary map commutes with the action of Γ. The sharbly complex S∗(Γ) is the
homological complex of coinvariants. Specifically, Sk(Γ) is the quotient of Sk by relations
of the form γ · v − v, where γ ∈ Γ and v ∈ Sk.

Work of Borel-Serre and Ash show that the cohomology of the arithmetic group Γ ⊂
GLn(O) can be computed in terms of the sharbly complex:

Theorem 3.4 ([BS73,Ash94]). We have

Hν−k(Γ;C) ' Hk(S∗(Γ)), where ν = vcd(Γ).

From this point of view, we want to look as close to top-degree as possible since the
relevant cohomology space corresponds to low degree homology groups. However, the
cuspidal space is known to vanish outside of a strip centered about middle dimension
[LS04]. In our cases of interest, the virtual cohomological dimension is n− 1 less than the
dimension of the associated symmetric space.

We examine a few examples when n = 2. For the classical case, the dimension of
h is 2, and so the cusp forms occur in a strip centered about 1. The cohomological
dimension is ν = 1, and so cusp forms can be computed in terms of H1(Γ;C) ' H0(S∗(Γ)).
Analogously, when F is a complex quadratic field, the symmetric space is the hyperbolic
3-plane, and we can “see” cusp forms in H0(S∗(Γ)). For F a real quadratic field, the
cusp forms do not occur in the cohomological dimension, and so we must compute in
H1(S∗(Γ)). A similar phenomena occurs for F a CM-quartic field. In this latter case,
we are computing the cusp forms corresponding to classes in H6(Γ;C) by computing
H1(S∗(Γ)).

When computing in Hk(S∗(Γ)), we use k-sharblies. We see that modular symbols
correspond to 0-sharblies. In this context, unimodular symbols are replaced with Voronoï-
reduced 0-sharblies, which correspond to edges of the Voronoï polyhedron. The general
reduction algorithm is described in [Gun99]. It is implemented by the author in Magma
[BCP97,Yas09b] for Bianchi cusp forms (n = 2, F complex quadratic).

We can generalize these notions to define Voronoï-reduced k-sharblies to be those which
correspond to (k + 1)-faces of the Voronoï polyhedron.

Generalizing the techniques introduced in [Gun00], we develop a reduction algorithm
for 1-sharblies in [GY08,GHY11] when n = 2 and F a real quadratic or CM-quartic field,
which we describe below.

We think of a 1-sharbly v as a triangle, with vertices labeled by the spanning vectors
of v. The boundary 0-sharblies correspond to the edges of the triangle.

A 1-sharbly chain ξ =
∑
a(v)v can be thought of a collection of triangles with vertices

labeled by rays in C̄. If ξ becomes a cycle in S1(Γ), then its boundary must vanish modulo
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Γ. To ensure that cycles get sent to cycles, any choices made at each stage of the reduction
process must be made Γ-equivariantly. This can be achieved by including a bit of extra
data in the form of a lift matrix for each edge.

Let T be a non-degenerate 1-sharbly. The method of subdividing depends on the
number of edges of T that are Voronoï reduced. The reduction algorithm can be viewed
as a two stage process.

1. If T is “far” from being Voronoï reduced, one tries to replace T by a sum of 1-
sharblies that are more reduced in that the edges have smaller size.

2. If T is “close” to being Voronoï reduced, then one must use the geometry of the
Voronoï cones more heavily.

This process requires the computation of a reducing point for each non-reduced 0-
sharbly in the boundary of the non-reduced 1-sharbly as well as a final refinement of
choosing reducing points for 1-sharblies whose boundary 0-sharblies are reduced. The
latter subtlety arises because of the infinite units in O. Rather than give the details
that go into deciding which reduction type to use at each stage, we refer the reader to
[GY08,GHY11], and just give the schematics of the types of reductions that are used.

•

• •

v1

v2 v3

M3

M1

M2 7−→

•

• •

v1

v2 v3

•u3

•
u1

•u2
if Type I.

•

• •

v1

v2 v3

M3

M1

M2 7−→



•

• •

v1

v2 v3

•u3

•
u1

if Type II.1,

•

• •

v1

v2 v3

•u3

•
u1

if Type II.2.

•

• •

v1

v2 v3

M3

M1

M2 7−→



•

• •

v1

v2 v3
•
u1

if Type III.1,

•w

•

• •

v1

v2 v3
•
u1

if Type III.2.



ON MODULAR FORMS AND ELLIPTIC CURVES OVER Q(ζ5) 9

•

• •

v1

v2 v3

M3

M1

M2 7−→ •w

•

• •

v1

v2 v3

if Type IV.

4. Data for GL2 /Q(ζ5)

In this final section, we collect some data for the case n = 2 and where F is the cyclo-
tomic field of the title. It involved a careful implementation of the theoretical consider-
ations described above. Let F be the cyclotomic field F = Q(ζ), where ζ is a primitive
fifth root of unity. Let O ⊂ F denote the ring of integers of F . Let n ⊂ O be an ideal,
and let Γ0(n) ⊂ GL2(O) be the congruence group

Γ0(n) =

{[
a b
c d

]
∈ GL2(O)

∣∣∣∣ c ∈ n

}
.

We remark that in the cohomology computations, following a standard practice (cf.
[AGM02]) we did not work over the complex numbers C, but instead computed cohomol-
ogy with coefficients in the large finite field F12379. This technique was used to avoid the
precision problems in floating-point arithmetic. We expect that the Betti numbers we re-
port coincide with those one would compute for the group cohomology with C-coefficients.

We were able to motivically account for every rational Hecke eigenclass we computed.
All eigenclasses that appeared to come from classes over Q and F+ = Q(

√
5) were found

using tables computed by Cremona [Cre06] and tables/software due to Dembélé [Dem05].
For each of the rational eigenclasses that do not come from Q and F+, for all but one
our searches found elliptic curves over Q(ζ5) whose point counts matched the eigenvalue
data. This includes one elliptic curve of norm conductor 3641 found by Watkins after
conducted a successful targeted search for the missing curve by modifying techniques of
Cremona-Lingham [CL07].

Conversely, within the range of our computations we were able to cohomologically
account for all the elliptic curves over F that we found. That is, we found no elliptic
curve over F that was not predicted by a rational Hecke eigenclass.

4.1. Voronoï data. We begin with a description of the Voronoï polyhedron Π for binary
Hermitian forms over F . Details can be found in [Yas09a]. In this case, there are two
non-conjugate embeddings of F to C. Thus the space of forms V is 8-dimensional

V = Herm2(C)× Herm2(C).

It follows that the corresponding symmetric space is

X = C/R≥0 ' h3 × h3 × R,
where h3 is hyperbolic 3-space.

Up to the action of GL2(O), there is exactly one perfect binary form φ. The associated
Hermitian matrix is

A =
1

5

[
ζ3 + ζ2 + 3 ζ3 − ζ2 + ζ − 1
−2ζ3 − ζ − 2 ζ3 + ζ2 + 3

]
.

We compute that φ has 240 minimal vectors. Since minimal vectors that differ by torsion
units give rise to the same point in C, the corresponding facet of Π is 7-dimensional
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polytope with 24 vertices. We compute that this polytope has 118 faces (14 with 12
vertices, 80 with 9 vertices, 24 with 7 vertices).

By computing the full structure of the polytope as well as the stabilizers of each of the
faces, we can compute the cohomology and the action of the Hecke operators.

4.2. Cuspidal spaces. Details of the cohomology computations as well as the data tables
can be found in [GHY11].

Our first task was to identify those levels with nonzero cuspidal cohomology. We first
experimentally determined the dimensions of the subspace H5 is spanned by Eisenstein
cohomology classes. Such classes are closely related to Eisenstein series. In particular the
eigenvalue of Tq on these classes equals N(q) + 1. We expect that for a given level n, the
dimension of the Eisenstein cohomology space depends only on the factorization type of
n. Thus initially we used some Hecke operators applied to cohomology spaces of small
level norm to compute the expected Eisenstein dimension for small levels with different
factorization types.

We then computed cohomology for a larger range of levels and looked for Betti numbers
in excess of that predicted value. We were able to compute H5 for all levels n with N(n) ≤
4941. For n prime we were able to carry the computations further to N(n) ≤ 7921. It
turns out that in the range of our computation, modulo the action of Galois each cuspidal
space can be uniquely identified by the norm of the level, except when N(n) = 3641. In
this case there are two levels up to Galois conjugacy with nonzero cuspidal cohomology;
we call them 3641a and 3641b.

Next we computed the Hecke operators and looked for eigenclasses with rational eigen-
values. These computations were quite intensive. For all levels we were able to com-
pute at least up to Tq with q ⊂ O prime satisfying N(q) ≤ 41; at some smaller lev-
els, such as N(n) = 701, we computed much further. At the largest levels (N(n) =
4455, 4681, 6241, 7921) the computation was so big that our implementation could not
compute any Hecke operators.

For all levels except for one, the cuspidal cohomology split into 1-dimensional rational
eigenspaces. The remaining cuspidal space at level of norm 3721 is 2-dimensional with
Hecke eigenvalues generating the field F+ = Q(

√
5).

4.3. Elliptic curves over F. Now we give motivic explanations for all the cuspidal
cohomology we found. Thirteen of the eigenclasses have the property that their eigen-
values aq differ for at least two primes q, q lying over the same prime in the subfield
F+ . Hence we expect these classes to correspond to elliptic curves over F . We were
able to find elliptic curves E/F such that for all primes q of good reduction, the identity
aq = N(q) + 1− |E(Fq)| held for every Hecke operator we computed.

4.4. The remaining eigenclasses. All the other eigenclasses in can be accounted for
either by elliptic curves over Q, elliptic curves over F+, “old” cohomology classes coming
from lower levels, or other Hilbert modular forms over F+. We indicate briefly what
happens.

4.4.1. Elliptic curves over Q. The eigenclasses at 400, 405, 1280, 1296, 4096, and one of
the eigenclasses at 2025, correspond to elliptic curves over Q that can readily be found
in Cremona’s tables [Cre06]. In all cases, there are actually two rational elliptic curves
that are not isogenous over Q but produce the same eigenvalue data when considered
as curves over F ; the curves in these pairs are quadratic twists by 5 of each other that
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become isomorphic over F+. For instance, at 400 the two curves are 50A1 and 50B3 in
the notation of [Cre06].

4.4.2. Elliptic curves over F+. The eigenclasses at 605, 961, 1681, 1805, 2401, and 4205
correspond to elliptic curves over F+. The class at 2401 already appears in [Dem05]; the
others were verified using software written by Dembélé. As an example, the three eigen-
classes at 4205 correspond to three cuspidal parallel weight 2 Hilbert modular newforms
of level p5p29 ⊂ OF+ . Although we were unable to compute Hecke operators at 6241 and
7921, we expect that these classes correspond to elliptic curves given in [Dem05].

4.4.3. Old classes. There are 2-dimensional eigenspaces at 2000, 2025, 3025, 3505, 4400,
and 4455 on which the Hecke operators we computed act by scalars. These subspaces
correspond to curves appearing at lower levels. For example, the classes at 2000 and 4400
correspond to the classes that already appeared at 400. We note that 2000, 2025, 4400,
and 4455 correspond to elliptic curves over Q, while 3025 corresponds to an elliptic curve
over F+ seen at norm conductor 605 and 3505 to a curve over F seen at norm conductor
701.

4.4.4. Other Hilbert modular forms. There are two eigenclasses remaining, namely the
class at 3721 with eigenvalues in F+ and the third eigenclass ξ at 3025 with eigenvalues
in Q. Both can be attributed to Hilbert modular forms of parallel weight 2 attached to
abelian surfaces.

For 3721, the characteristic polynomials match those of a parallel weight 2 Hilbert
modular newform of level p61 ⊂ OF+ . For dimension reasons, one can actually prove that
this form is the base change from F+ of a Hilbert modular form corresponding to an
abelian surface with real multiplication by the ring of algebraic integers in Q(

√
5) The

abelian surface in question is discussed in Dembélé-Voight [DV].
The class ξ at 3025 is perhaps the most interesting of all, other than the classes matching

elliptic curves over F . Let m ⊂ OF+ be the ideal p25p11. The space of parallel weight 2
Hilbert modular newforms of level m contains an eigenform g with Hecke eigenvalues aq
in the field F+. For any prime q ⊂ OF+ , let q ∈ Z be the prime under q. Then we have
a‘(
′g) = 0 if q = 5,and

(2) aq(g) ∈

{
Z if q = 1 mod 5,
Z ·
√

5 if q = 2, 3, 4 mod 5.

The conditions (2) imply that the L-series L(s, g)L(s, g ⊗ ε) agrees with the L-series
attached to our eigenclass ξ, where ε is the unique quadratic character of Gal(F/F+).
Indeed, following [Cre92], if q ⊂ OF+ splits in F as r · r̄ (respectively, remains inert in F ),
then we should expect the Hecke eigenvalues of g and ξ to be related by

ar(ξ) = ar̄(ξ) = aq(g) (split)

and
aq(ξ) = aq(g)2 − 2 NF+/Q(q) (inert).

From the “modular/automorphic” viewpoint, these forms are, on the one hand, simply
a result of base change from F+ to F , and on the other hand, a striking example of an
intriguing phenomenon. From this point of view, with m = p25p11 ⊂ OF+ , the dimension
of the new subspace of Hilbert modular forms of level m and parallel weight 2 is

dimS2(m)new = 3 = 1 + 2.
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There is a Shimura curveXB
0 (m) attached to (an Eichler order of levelm in) the quaternion

algebra ramified only at one infinite place and p11. The new part of its Jacobian satisfies

JB0 (m)new = Ef × Ag,

where Ef is an elliptic curve and Ag is an abelian surface with real multiplication by
Q(
√

5). The surface Ag splits into two elliptic curves over F . One can also see the elliptic
curve Ef at norm 3025 as an old form as previously described.
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